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Abstract—Quantum computers promise computational ad-
vantages for many important problems across various ap-
plication domains. Unfortunately, physical quantum devices
are highly susceptible to errors that limit us from running
most of these quantum applications. Quantum Error Correc-
tion (QEC) codes are required to implement Fault-Tolerant
Quantum Computers (FTQC) on which computations can be
performed without encountering errors. Error decoding is a
critical component of quantum error correction and is respon-
sible for transforming a set of qubit measurements generated
by the QEC code, called the syndrome, into error locations
and error types. For the feasibility of implementation, error
decoders must not only identify errors with high accuracy,
but also be fast and scalable to a large number of qubits.
Unfortunately, most of the prior works on error decoding have
focused primarily only on the accuracy and have relied on
software implementations that are too slow to be of practical
use. Furthermore, these studies only look at designing a single
decoder and do not analyze the challenges involved in scaling
the storage and bandwidth requirements when performing
error correction in large systems with thousands of qubits.

In this paper, we present AFS, an accurate, fast, and scalable
decoder architecture that is designed to operate in the context
of systems with hundreds of logical qubits. We present the
hardware implementation of AFS, which is based on the Union
Find decoding algorithm and employs a three-stage pipelined
design. AFS provides orders of magnitude higher accuracy
compared to recent SFQ-based hardware decoders (logical
error rate of 6 × 10−10 for physical error rate of 10−3) and
low decoding latency (42ns on average), while being robust
to measurement errors introduced while extracting syndromes
during the QEC cycles. We also reduce the amount of decoding
hardware required to perform QEC simultaneously on all the
logical qubits by co-designing the micro-architecture across
multiple decoding units. Our proposed Conjoined-Decoder
Architecture (CDA) reduces the storage overhead by 70%
(10MB to 2.8MB). Finally, we reduce the bandwidth overheads
required to transmit syndromes from the qubits to the decoders
by exploiting the sparsity in the syndromes and compressing
the data. Our proposed Syndrome Compression reduces the
bandwidth requirement by 30x, on an average.

Keywords-Quantum computing, Quantum error correction,
Fault-tolerant quantum computing, Decoding, Union-Find de-
coding, Surface codes

I. INTRODUCTION

Quantum computing promises significant speed-up over
conventional computers for many important applications [71,
90, 101, 121]. The primary obstacle to practical quantum
computing is the high error-rate in quantum devices. A
Fault-Tolerant Quantum Computer (FTQC), in which quan-
tum bits, or qubits, are regularly refreshed by Quantum
Error Correction (QEC), is necessary to perform useful
computations on error-prone quantum hardware.

QEC is way more challenging than classical error correc-
tion because the error rates of qubits are orders of magnitude
higher and their inherent properties impose many fundamen-
tal restrictions. For example, qubits cannot be copied [123]
and lose their quantum state when measured. To tackle
these challenges, QEC codes [1, 3, 46, 55, 100] encode
logical qubits by using a set of data and ancilla qubits, as
shown in Figure 1(a). The data qubits represent the quantum
information, whereas the ancilla qubits periodically interact
or entangle with the data qubits as per the QEC protocol
and reveal information about errors on the data qubits upon
measurement. This process is called syndrome measurement
or extraction and the output of ancilla measurements is called
a syndrome. An error decoder processes the syndrome to
locate and identify the type of errors on the data qubits.

To be practical for implementation in an FTQC, a decoder
must satisfy three design constraints: accuracy, latency, and
scalability. The accuracy constraint suggests that the de-
coder must correctly identify all the errors (both in the data
qubits as well as measurement operations in the QEC cycles)
with a very high probability. The latency constraint requires
decoders to correct the errors within an error correction
cycle to prevent any backlog or accumulation of errors. The
scalability constraint indicates that it must be feasible to
implement the decoder in FTQCs with hundreds of logical
qubits. To scale to such large FTQCs and simultaneously
facilitate operation inside a constrained, potentially cryo-
genic [8], environment, decoders must be hardware efficient.
The proximity to the physical qubits necessitates the use of
minimal hardware to ensure that the thermal heat generated
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Figure 1. (a) The framework for quantum error correction and the process of error decoding (b) Existing designs use dedicated decoders and do not consider
bandwidth constraints (c) Proposed optimizations of Conjoined-Decoder and Syndrome Compression to reduce the storage and bandwidth overheads.

from the decoding circuits do not introduce additional noise
channels for the qubits. In this paper, we focus on the
hardware design of decoders for quantum error correction.

The design of decoders for QEC has been an active
area of research for the last two decades. However, these
studies [4–7, 10, 12–17, 19, 20, 23, 29, 32–36, 38–40, 42,
44, 45, 47–49, 56–58, 61, 62, 65, 66, 70, 73, 82, 83, 97, 102,
104, 110–112, 114–116, 119, 120, 124, 125] have mainly
focused on the accuracy constraint, whereas the latency
constraint is typically studied only at an algorithmic level,
by mainly relying on software implementations, and it is
unclear if existing decoders can satisfy this constraint with-
out degrading the accuracy [43]. More recently, Holmes et
al. [59] proposed a hardware decoder using superconducting
technology that provides high accuracy and low latency.
Unfortunately, the proposed decoder design assumes perfect
ancilla measurements. However, measurement operations are
erroneous and may generate incorrect syndromes even if
there are no errors in the data qubits. Failure to account
for imperfect ancilla measurements and relying on erroneous
syndromes causes miscorrections and severely degrades the
accuracy of a decoder. Ideally, we want an error decoder
that can tolerate errors in the data qubits as well as in the
measurement of ancilla qubits (to mitigate measurement er-
rors, the decoder must process multiple rounds of syndrome
measurements [36], presenting even greater challenges to
meet the latency constraint). Finally, all existing decoders
study the decoder for a single logical qubit and implicitly
assume dedicated decoders for each logical qubit, as shown
in Figure 1(b). However, this architecture is not scalable as
the hardware complexity of the decoders grows linearly with
the number of logical qubits. Alternately, sharing decoders
between multiple logical qubits reduces the hardware cost
but can also impact the accuracy because any resource
conflicts may deprive a logical qubit timely access to de-
coding circuits, increasing the probability of an error going
undetected. Ideally, we want to co-design these decoders
such that we can reduce the hardware while simultaneously
maintaining the accuracy and latency.

To that end, this paper proposes the AFS (Accurate, Fast,
and Scalable) Decoder, that is designed to provide high de-
coding accuracy, low latency (average latency of 42ns), and
is optimized to operate with a system containing hundreds
of logical qubits. We assume Surface Code [36, 46, 64, 89]
which is widely considered to be one of the most promising
candidates for QEC. AFS is based on the Union Find De-
coding (UFD) algorithm [32, 34] as the accuracy, simplicity,
and low time-complexity of the UFD makes it an ideal
candidate for our design. We describe the implementation
of the AFS microarchitecture, where the design comprises
of three pipeline stages, based on the three key steps of the
decoding algorithm: Graph Generator (Gr-Gen), Depth First
Search (DFS), and Correction Engine (CORR).1 Further-
more, we ensure that AFS is tolerant of measurement errors,
by repeating the measurement operations d times (where d
is the code distance and is the length of the shortest error
chain that cannot be corrected). To analyze the effectiveness
of the AFS decoder, we assume a phenomenological noise
model which accounts for erroneous ancilla measurements in
addition to errors on data qubits [36]. We observe that AFS
provides orders of magnitude higher accuracy compared to
recent SFQ-based decoders [59, 113] (e.g. a logical error rate
of error rate of 6× 10−10 for physical error rate of 10−3 at
d=11). Furthermore, the average decoding latency of AFS
is 42 nanoseconds and the 99.9 percentile decoding latency
is 150 nanoseconds, both of which are below the syndrome
generation cycle time of 400 ns [51, 59]. AFS requires a
storage of 8.95 KB (for d=11) to 133 KB (for d=25).

Allocating individual AFS decoders to each qubit may
require hardware resources and bandwidth in proportion to
the number of qubits in large systems. We avoid this rapid
increase in hardware cost by observing that not all parts of
the decoder are used equally. For infrequently used com-
ponents of the decoder, we can share the component across

1Our hardware implementation makes minor modification to the UFD
algorithm, as our objective is to reduce the cost of hardware required for
implementing the decoder and not establishing the theoretical bounds on
the asymptotic complexity of the algorithm.



multiple logical qubits and reduce the overall cost. With this
insight, we propose Conjoined-Decoder Architecture (CDA),
which reduces the storage overhead by 3.5x. CDA reduces
the total storage required to implement error decoding for
a reasonably large fault-tolerant system with 1000 logical
qubits from 9.96 MB to 2.8 MB. As CDA shares decoding
resources, a decoding failure may also result from the lack
of access to decoding circuits, which we refer to as a timeout
failure in this paper. Our analysis shows that for a period
of 350 ns, CDA causes timeout failures with probability
2 × 10−11, which is much smaller than the logical error
rate 6× 10−10, thus causing negligible impact on accuracy.

Existing decoders assume availability of extremely large
bandwidth, typically several hundreds of Gbps, for syndrome
transmission. Syndrome data must be sent from millions of
physical qubits to the decoders as quickly as possible so
that the decoding completes within an error correction cycle.
Since decoding is a time-sensitive problem, transmitting
syndrome data at lower bandwidth reduces the time available
for decoding and may result in errors going undetected. To
address this challenge, we exploit the sparsity in syndromes
(most syndrome bits tend to be zeros) and propose Syn-
drome Compression, which reduces the required bandwidth
(typically between 200-2000 Gbps) by 30x, on average. An
overview of the overall design is shown in Figure 1(c).

Overall, this paper makes the following contributions:
1) We propose AFS, a hardware-based error decoder for

QEC, which provides high accuracy and low latency
(average latency of 42 nanoseconds), while being
tolerant to measurement errors.

2) We propose CDA, which avoids the rapid linear in-
crease in decoding hardware cost by co-designing
the decoder microarchitecture across multiple qubits
(storage reduction of 3.5x).

3) We propose Syndrome Compression, which exploits
the sparsity in syndrome values to reduce the band-
width required to transmit the syndromes from qubits
to the decoders by 30x.

II. BACKGROUND AND MOTIVATION

A. Basics of qubits and types of errors

A qubit may be described by a vector |Ψ⟩ = α |0⟩+β |1⟩,
representing a superposition of its basis states |0⟩ and |1⟩
with α, β ∈ C such that | α |2 + | β |2= 1. Qubits
accumulate tiny rotations through their interactions with
environmental noise. These unwarranted rotations can be
projected onto three types of errors X, Y, and Z, called
Pauli errors. The bit-flip (X) error swaps the probability
amplitudes of the basis states |0⟩ and |1⟩ and maps the qubit
|ψ⟩ into β |0⟩+ α |1⟩. The phase-flip (Z) error introduces a
relative phase between the two basis states, changing the
qubit |ψ⟩ to α |0⟩ − β |1⟩. The Y error corresponds to a
simultaneous bit-flip and phase-flip error.

B. QEC and Surface Code

Quantum Error Correction (QEC) protects quantum states
by encoding k logical qubits into a block of n data qubits
(n > k). Additional ancilla qubits are used to obtain
information about errors on the data qubits. QEC is a two-
step process. First, a measurement circuit is executed on a
block of qubits to produce a syndrome. In the second step, a
decoder is used to identify the location and type of errors on
data qubits based on the syndrome information so that errors
can then be corrected. If the error rate of the physical qubits
is lower than a threshold, QEC produces k logical qubits
with lower error rate than the physical qubits at the expense
of an increased number of physical qubits per logical qubit.

Surface code [36, 47, 64, 89] encodes a logical qubit into
a square grid of (2d − 1) ∗ (2d − 1) alternating data and
ancilla qubits, where d is the code distance that determines
the length of the shortest uncorrectable error chain. Larger
distance results in greater error tolerance but also increases
the number of physical qubits consumed. The data qubits
store the quantum information, whereas the ancilla qubits
entangle with the neighboring data qubits and when mea-
sured, reveals information about errors on data qubits. For
example, Figure 2(a) shows a distance-3 surface code lattice.
An X-error on data qubit D0 flips the neighboring Z-type
ancilla qubits, whereas a Z-error on D1 flips the adjacent
X-type ancillas, as shown in Figure 2(b). When a data qubit
encounters a Y-error, such as D2, it flips both the X-type
and Z-type ancilla qubits, as shown in Figure 2(c).

D0

D1

D2

Data qubits X-type ancilla qubits Z-type ancilla qubits

(a) (b) (c)

Figure 2. (a) Distance-3 surface code lattice (b) Bit-flip (X) error on D0

and phase-flip (Z) error on D1 flips adjacent Z-type and X-type ancilla
qubits respectively (c) Both bit-flip and phase-flip (Y) error on D2 flips
both neighboring X-type and Z-type ancilla qubits

C. Error Decoding: Challenges

A decoder uses the output of ancilla measurements, the
syndrome, to determine a set of corrections that must be
applied to the data qubits. X-type and Z-type errors are
corrected independently (then Y-errors are automatically cor-
rected). A decoder must satisfy three constraints: accuracy,
latency, and scalability for adoption in large FTQCs. To
satisfy the accuracy constraint a decoder must correctly
identify the errors with high probability. A decoder satisfies
the latency constraint if it can be executed within one
round of syndrome extraction (during which a syndrome bit



is extracted from each ancilla qubit), that is about 400ns
for superconducting qubits [51, 59]. Failure to achieve the
latency constraint causes errors to accumulate and may
lead to a backlog problem [109]. For scalability, decoders
must be implemented with minimal hardware to operate
in constrained environments [8]. Prior software decoders
are optimized for accuracy and are often too slow to meet
the latency constraint [43]. Moreover, the latency constraint
is always at tension with the accuracy constraint. A more
accurate decoder is generally slower.

D. Impact of Measurement Errors

A recently proposed hardware-based error decoder [59]
meets the latency constraint by leveraging micro-
architectural optimizations and superconducting devices but
assume perfect ancilla measurements. In reality, quantum
measurement operations are error-prone and can signif-
icantly deteriorate the performance of the QEC code.
Syndrome bits extracted by measuring the ancilla qubits
might flip due to measurement errors, leading to incorrect
syndrome data and failure to tolerate these errors reduces
the logical error rate. Therefore, even small scale QEC
experiments account for measurement errors [2]. For ex-
ample, Figure 3 shows the logical error rate of surface
code as a function of the physical error rate p for different
code distances assuming (a) perfect measurements and (b)
erroneous measurements, where each syndrome bit is also
flipped independently with probability p. We observe that
the logical error rate increases with the code distance in the
presence of measurement errors even though it is expected
to decrease exponentially fast with increasing code distance
d.
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Figure 3. Logical error rate for different surface code distances (d) and
physical error rates (p) assuming (a) perfect measurements and (b) noisy
measurements estimated by using a Monte-Carlo simulation implementing
the Minimum Weight Perfect Matching decoder [36].

Measurement errors can be corrected by performing mul-
tiple rounds of syndrome extraction [36]. We assume d
consecutive rounds of noisy syndrome measurements are
performed [36], and the entire sequence is referred to as
a logical cycle. To tolerate measurement errors, the decoder
must process the syndrome from all these syndrome extrac-
tion rounds together to identify the error which occurred.

Consequently, the decoding process becomes even more
computationally intense and time consuming. Therefore, we
need a decoder design that is accurate (can tolerate erroneous
ancilla measurements in addition to errors on data qubits)
and simultaneously meets the latency constraint.

E. Impact of Scaling to Large FTQCs

Decoders must be accurate, fast, and scalable for imple-
mentation in FTQCs required to solve industry-size applica-
tions. Current decoders mainly focus on achieving higher
accuracy and performance for a single logical qubit and
implicitly assume each logical qubit in an FTQC will
be assigned its dedicated decoders to maximize the error
correction capability.

However, the hardware complexity of this architecture
grows linearly with the system size. Alternately, the hard-
ware cost of the decoding architecture can be significantly
reduced by sharing decoders between multiple logical qubits.
For example, in the extreme case, we may have only
one decoder in the entire FTQC to decode all the errors
on all the qubits. This design utilizes the least possible
hardware, but such arbitrary resource sharing may deprive
a logical qubit timely access to the decoding hardware if
the decoder is processing a syndrome for another logical
qubit. Consequently, such starvation caused by resource
conflicts may result in a logical error. Therefore, there exists
a trade-off between the error correction capabilities and
hardware cost savings that can be achieved in a decoder
architecture which shares decoders between logical qubits.
Ideally, we want a hardware-efficient decoder architecture
without compromising the accuracy.

Moreover, prior studies assume the availability of very
high bandwidth, typically hundreds of Gbps, for syndrome
transmission. For implementation in large FTQCs, we must
not only have a fast and accurate decoder, but also solutions
that can scale the decoder to a large number of qubits while
minimizing the hardware and bandwidth requirements.

F. Goal

The goal of our paper is to develop decoders that satisfy
all three design constraints: accuracy, latency, and scalability.
We develop a hardware-based Accurate, Fast, and Scalable
decoder, called AFS. We also develop Conjoined-Decoder
Architecture (CDA) and Syndrome Compression (SC) to re-
duce the hardware and bandwidth requirements. We describe
the evaluation methodology before discussing the solutions.

III. EVALUATION METHODOLOGY

In this section, we discuss the simulation infrastructure
used to evaluate the accuracy of the proposed decoder
design. We defer the methodology for estimating the latency
and storage overheads of the decoder design to the later
sections of the paper.



A. Monte Carlo Simulation Infrastructure
Figure 4 shows an overview of our Monte-Carlo simulator,

that uses random sampling for each configuration of physical
error rate, code distance, and noise model for 10 million
random trials and uses bootstrap techniques [126] for higher
accuracy. We configure surface code with distances ranging
from 3 to 25 and consider a default error rate of 10−3 (and
below) because QEC cannot lower the logical error rate sub-
stantially unless the physical error rate is below the threshold
(about 1% for surface codes). Also, higher physical error
rates require larger code distance and hence, an increased
number of physical qubits. Thus, it is challenging to run
practical applications [90] on devices with error rates of
10−2 and hence, is not considered in this paper. For systems
with 100 to 1000 logical qubits, error rates around 10−3, far
below threshold, are needed to run most applications.

Lattice 
Generator

Error 
Injection

Decoder Micro-
architecture

Compression

Syndrome

Compressed 
Syndrome

Compression Algorithm

Noise ModelCode Distance

Statistics

Figure 4. Overview of Monte Carlo simulation framework

The simulator generates a syndrome for a surface code
lattice of given distance by injecting errors based on the
noise model. The simulator uses the syndrome and models
the proposed decoder micro-architecture, decodes the syn-
drome, estimates the performance, and utilization of each
component in the design. The statistics from the simulator
are used to draw insights and optimize the micro-architecture
for systems with large number of qubits. The syndromes
generated also help with determining the effectiveness of
the compression algorithms described in Section VI.

B. Noise model
We use the phenomenological noise model [36] that

accounts for data qubit errors and measurement errors. Given
that X-type and Z-type errors are corrected independently,
we focus on X-type errors. In the phenomenological noise
model with parameter p, each round of syndrome measure-
ment is preceded by a round of noise during which each data
qubit is affected independently by a X error with probability
p. Moreover, each syndrome bit is flipped independently
with probability p to model measurement errors. This is the
standard model used to study decoders and QEC for last two
decades and has been proven to be effective even on recent
QEC experiments [2]. Correlated errors or errors due to
crosstalk leads to longer chains of errors on the surface code
lattice and can be corrected by adjusting the code distance
(increasing the lattice size) [84]. As our design is scalable
across different code distances, it can handle such errors.

IV. AFS DECODER

In this paper, we propose the Accurate Fast and Scalable
(AFS) decoder, which is based on the Union-Find decoding
(UFD) algorithm [32, 34] for its accuracy, simplicity, and
low time-complexity. We briefly describe the UFD algorithm
before discussing the micro-architecture of the AFS decoder.

X

X
X

(a) (b)

(c) (d)

A

Figure 5. Edges and nodes on the graph represent data and ancilla qubits
respectively (standard representation in QEC). (a) Syndrome extracted by
the syndrome measurement circuit. Each node has a syndrome bit and red
nodes indicate non-trivial or non-zero syndrome bits. (b) Cluster Growth:
Clusters are grown by half-edge around the non-zero syndrome nodes
until each cluster contains an even number of non-zero syndrome bits. (c)
Spanning Forest Generation: A spanning tree is generated for each cluster.
(d) Peeling: An error corresponding to the measured syndrome is produced
for each cluster by reversing the spanning tree.

A. Background on Union-Find Decoding

UFD is a graph-based algorithm that processes a syn-
drome in almost-linear time. In the absence of measurement
errors, decoding may be treated as a matching problem on
a square grid (2-dimensional space). Figure 5 illustrates the
decoding steps for distance-7 surface code. Our AFS decoder
comprises of three pipeline stages that performs these steps.

1) Cluster Growth: clusters are grown around the non-
zero syndrome bits, as shown in Figure 5(b), until
all clusters cover an even number of non-zero syn-
drome bits. The Graph-Generator (Gr-Gen) stage of
the pipeline performs this step.

2) Spanning Forest Generation: a spanning tree cover-
ing each cluster is created. The data qubits encoun-
tered along the traversal (for example, qubit A in
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Figure 6. Micro-architecture of the AFS decoder, divided into three pipeline stages.

Figure 5(c)) may require a correction that has to be
determined. The Depth First Search (DFS) Engine
traverses the spanning trees and stores the list of
visited edges which are used by the next pipeline stage
of the design.

3) Peeling: the error within a cluster is estimated by
reverse traversing the spanning tree and consulting the
syndrome, as shown in Figure 5(d). The Correction
(CORR) Engine in our design uses the list of the
visited edges created by the DFS Engine to estimate
the best correction for each cluster.

B. Tolerating Measurement Errors
Measurement errors flip syndrome bits and may mislead a

decoder if not detected. For example, the non-zero syndrome
bit S0 in Figure 7(a) could be a result of measurement error
and if the decoder uses this syndrome, it mistreats it as an
error on the data qubit D0 and degrades the performance
of the QEC code by introducing a false correction. Our
experiments (in Section II-D) show that failure to tolerate
measurement errors can degrade the performance of QEC
codes by orders of magnitude. To tolerate measurement
errors, decoders analyze d rounds of syndrome measure-
ments [36] simultaneously, resulting in a matching problem
in a 3-dimensional space, as shown in Figure 7(b). Each
edge on the 3-dimensional graph denotes a potential error:
horizontal and vertical edges correspond to errors on data
qubits and ancilla qubits respectively.

Edge denotes 
data qubit

Non-zero 
syndrome

(a) (b)

S0

D0

Figure 7. (a) Measurement error flips syndrome bit S0 and if not detected,
it misleads the decoder to treat it as an error on data qubit D0 (b) To tolerate
measurement errors, decoders process d syndrome rounds. A horizontal red
edge represents a data qubit error, and a vertical red edge represents the
flip of a measurement outcome.

C. AFS Decoder Micro-architecture

Figure 6 shows the micro-architecture of our AFS de-
coder, and we describe the functionality and optimizations
next:

Graph Generator (Gr-Gen): The Gr-Gen accepts the syn-
drome and generates a spanning forest by growing clusters
around non-zero syndrome bits. It consists of a Spanning
Tree Memory (STM), Zero Data Register (ZDR), tables to
store the root and sizes of clusters, parity registers, tree
traversal registers, and a runtime stack, as shown in Figure 6.
The STM stores a bit per node and 2 bits per edge (initialized
to 0s).2 The node bits are set for the non-zero syndrome
bits and the edge bits flip to 1 when the corresponding edge
is added to the spanning forest during cluster growth. To
quickly grow odd clusters, a 1-bit parity information per
cluster is stored in the parity registers. The Root and Size
tables store the root and size of each cluster respectively to
aid the Union() and Find() operations and merge clusters
after the growth phase. The tree traversal registers stores the
vertices visited during the Find() operation. These registers
accelerate the Find() operation by quickly updating the table
entries and compressing the depth of the tree continuously
through path compression. When two clusters of different
sizes are merged, the size table entries are used to add the
smaller cluster to the larger one to reduce the overall number
of updates. The ZDR is an optimization that stores a bit per
row and is initialized to all 0s. When there are one or more
non-zero bits in a row, the bit corresponding to the row is
set to 1 in the ZDR. The ZDR is used by the next pipeline
stage to quickly scan through the STM so that zero memory
rows of the STM are not visited.

Depth First Search (DFS) Engine: It processes the data
produced in the STM by the Gr-Gen using a depth first
search algorithm and generates a list of edges by forming
a spanning tree while traversing through each cluster. Note
that a breadth first search works too but we prefer depth
first search since it is generally more memory efficient. The
DFS Engine uses stacks to store the edges visited while
performing the DFS so that reverse traversal for the peeling

2Two bits are needed since clusters grow by half edge width [32].



step of the algorithm can be easily accomplished by popping
off the stack. The ZDR is used to quickly traverse through
the STM. Since the ZDR entries are filled when clusters are
formed by the Gr-Gen, the DFS engine now only visits the
non-zero rows, therefore accelerating the process. The edge
stack stores the list of visited edges, whereas the runtime
stack stores the edges that will be visited later in the on-
going DFS when a node diverges along multiple paths.
Another optimization in this design is the use of an alternate
edge stack (Edge Stack S1 in Figure 6) that enables us to
fully pipeline the design. When the DFS for one of the
clusters is complete, the CORR Engine can start generating
its correction while the DFS Engine proceeds to process the
data of another cluster.

Correction (CORR) Engine: This stage traverses the span-
ning forests in reverse direction and identifies the Pauli
correction to be applied to the data qubits along the path
by using the list of edges generated by the DFS Engine,
stored on the stacks. The CORR Engine needs the syndrome
to generate the correction and retrieving this data from the
STM incurs additional logical complexity and read ports.
Instead, the syndrome is stored on the stack along with the
edge information by the DFS Engine at the overheads of 2
bits to store the direction and syndrome each, corresponding
to the two vertices connected by the edge, per stack entry.
Local changes to the syndrome during peeling are stored in
the on-chip Syndrome Hold Registers (shown in Figure 6)
instead of writing to the STM and reading back. This reduces
the number of read and write ports required by the STM.

D. Accuracy of the AFS Decoder

Encoding qubits with a physical error rate p using a
distance-d surface code, we obtain a logical qubit whose
error rate is given by Equation (1).

Logical error rate = plog(d, p) = 0.15.(40p)
(d+1)

2 (1)

This is referred to as the logical error rate. The heuris-
tic formula is derived from the numerical results of [32]
and provides a good estimate of the logical error rate for
the Union-Find decoder in the regime of low error rate
(p ≪ 10−2). It is valid in the context of the AFS decoder
implementing the UFD algorithm and for the phenomeno-
logical noise model considered in this paper. Figure 8 shows
the logical error rate for different surface code distances and
physical error rates. In this paper, we illustrate our design
with numerical results for distance-11 surface codes which
is a reasonable distance for a first generation of fault-tolerant
quantum computers as it allows us to implement non-trivial
quantum algorithms on logical qubits while keeping the
qubit overhead to a few hundred qubits per logical qubit. For
a physical error rate of p = 10−3, the logical qubits error rate
drops to plog ≈ 6× 10−10 allowing for the implementation
of large depth quantum algorithms.
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Figure 8. Logical error rate with the AFS decoder for different physical
error rates (p) and code distances (d).

E. Latency of the AFS Decoder

The latency is dominated by read operations to the mem-
ory structures. The AFS decoder requires up to three sequen-
tial memory reads every cycle. This helps us to accurately
model the performance of the design. The write operations
performed are read-modify-write, and the micro-architecture
is designed such that memory write-backs are not on the
critical path. The other key operations are flipping adjacent
memory locations if a non-zero syndrome bit is encountered
(in cluster growth step) and updating the parity bits. Note
that the AFS does not require any floating-point arithmetic
or matrix operations. We assume a latency of 1 nanosecond
(4 cycles latency and a 4 GHz clock frequency) for 32-bit
memory accesses from 1 KB on-chip memory [77]. The
number of memory accesses in the Gr-Gen for a syndrome
is proportional to the total number of clusters and diameter
of each cluster and the time spent in this stage (τGG) is given
by Equation (2), where Ci is the ith cluster and m is the
total number of clusters in the syndrome.

τGG =

m∑
i=1

diam(Ci)∑
j=1

j2 (2)

The number of memory operations in the DFS Engine
and CORR Engine is proportional to the size of a cluster
(or the number of vertices |V (Ci)| in the ith cluster Ci).
Equation (3) denotes the time spent in the DFS Engine (τDFS)
and CORR Engine (τCE) for a syndrome with m clusters.

τDFS = τCE =

m∑
i=1

|V (Ci)| (3)

Note that there is no single number that can quantify the
latency of any decoder, as the latency is dependent on
the syndrome (easier syndromes take less decoding time).
Using the above model, for the AFS decoder, we obtain an
average latency of 42 ns for a single logical qubit encoded
using distance 11 surface codes. Based on the likelihood of
complex syndromes, we observe that the 99.9th percentile
latency of decoding is less than 150 ns. Note that these
values are significantly lower than the timing budget of 400
ns typically provisioned for decoding operations [51, 59].



For the latency analysis, we assume a dedicated decoder
design where there are no resource conflicts across decoding
operations from different logical qubits. In Section V, we
optimize the decoder design to be more hardware efficient,
which can cause resource conflicts and increase the latency.
We defer the detailed evaluation of latency to Section V-E.

F. Storage Overhead for the AFS Decoder

It is preferred that decoders operate close to the quantum
substrate in a cryogenic regime. Therefore, our main design
constraint is limited hardware resources, particularly mem-
ory available in the cold environment. Memory constitutes
for the major part in the proposed design and the AFS micro-
architecture requires 4.5 KBytes of memory for physical
error rate 10−3 and surface code distance 11. Note that
two decoders are needed per logical qubit to decode X and
Z errors independently. Table I shows the memory required
by AFS decoder for a logical qubit in distances 11 and 25.

Table I
MEMORY REQUIRED FOR A LOGICAL QUBIT ENCODED USING DISTANCE

d SURFACE CODE AND PHYSICAL ERROR RATE 10−3

Design Component d = 11 d = 25

STM (Gr-Gen) (KB) 2.07 25.6
Root Table (Gr-Gen) (KB) 3.25 51.3
Size Table (Gr-Gen) (KB) 3.54 54.9
Stacks (DFS Engine) (KB) 0.08 1.41

Total (KB) 8.95 133

V. CONJOINED-DECODER ARCHITECTURE

Existing decoders only focus on improving the accuracy
and latency of a single logical qubit, ignoring the scalability
constraint. However, an FTQC for practical applications
require hundreds of logical qubits and each of them must
constantly undergo QEC. For example, a quantum chemistry
application to study nitrogen fixation requires 100 to 1000s
of logical qubits [90]. Failure to detect an error on any
one of the qubits may produce an incorrect output for the
program. Prior studies implicitly assume a simple system-
level decoder architecture where each logical qubit accesses
its dedicated decoders. While this design maximizes the
error correction capability, its hardware complexity grows
linearly with the number of qubits, as shown in Figure 9,
and hence become resource intensive for large FTQCs.

Sharing decoders between logical qubits improves the
scalability but may result in an error going undetected due to
lack of timely access to the decoding hardware units. Thus,
designing decoder architectures that reduce the hardware
cost through resource-sharing is non-trivial. Ideally, the
hardware complexity must be minimized without impacting
the accuracy and latency, and our proposed Conjoined-
Decoder Architecture (CDA) achieves this goal.
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Figure 9. Memory required for the total number of decoders with the
number of logical qubits (each qubit requires two decoders, X and Z).

A. Optimized CDA Micro-architecture

The key insight in CDA is that all units of the AFS
decoder are not equally utilized, and we can reduce the
hardware complexity by sharing infrequently used units
across logical qubits. Figure 10 shows the micro-architecture
of a decoder block, fundamental unit of CDA, that uses a
reduced number of pipeline units of each type. We use non-
uniform number of pipeline stages because we observe that
certain stages are under-utilized than others when we study
the utilization of each stage of our AFS decoder. In a decoder
block, groups of Gr-Gen share a DFS Engine and groups
of DFS Engines share a CORR Engine. The Select logic
prioritizes the first-ready component and uses round robin
arbitration (for fairness) to generate select signals for the
multiplexers. For example, if four Gr-Gen units share a DFS
Engine, and the second Gr-Gen finishes cluster generation
at the earliest, it gets access to the DFS Engine.
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number of Gr-Gen, DFS Engine, and CORR Engine units and resource
savings depend on parameters α and β.

CDA reduces hardware complexity because decoder
blocks require fewer resources than individual decoders.
Figure 11 shows the CDA of an FTQC with L logical qubits,
where N logical qubits share a decoder block. Hardware
savings depend on parameters α and β and our goal is to
design hardware efficient CDA by optimizing these parame-
ters, subject to meeting the accuracy and latency constraints.
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Figure 11. A decoder block in the CDA generates the correction that must
be applied for each of its N logical qubits every error correction cycle.

B. Modeling of Error Correction Capability

Error correction of a logical qubit is successful when d
rounds of syndrome measurements are decoded within a
single round of measurement, which limits the maximum
latency that can be tolerated. When a decoder fails to decode
all the syndromes within a cycle, errors go undetected.
Sources of system failure: There are two sources of system
failure in CDA: (a) logical error or (b) timeout failure. No
decoder can correct all possible errors. The surface code and
Union-Find decoder are designed such that the probability of
a logical error is small and decays exponentially with code
distance. CDA has an extra source of failure which occurs
when an error cannot be detected because a logical qubit is
denied timely access to the decoders. We call this a timeout
failure, and it arises due to conflicts during resource sharing
and depends on the architecture.
Accuracy Constraint: The system failure rate does not get
impacted if the probability of a timeout failure (ptof) is lower
than the probability of a logical error (plog). The design
goal is to satisfy this constraint, given by Equation (4), by
using minimal decoder blocks to ensure the accuracy of the
system is not compromised. The ptof is obtained from the
performance model embedded in our simulator.

ptof ≪ plog (4)

C. Optimization Results and Performance

An FTQC with L logical qubits that allocates dedicated
decoders to each logical qubit requires 2L AFS decoders to
correct both X and Z syndromes. Alternately, in CDA, a Gr-
Gen unit grows clusters for both X and Z syndromes and
two Gr-Gen units share a DFS Engine and CORR Engine.
The optimal number of units for sharing are determined from
the fraction of the execution time spent in each stage. Most
of the time is spent in the Gr-Gen since spanning forest
generation and peeling cannot proceed until clusters are fully
grown [32]. The DFS Engine takes lesser time by using
two stacks and not waiting for the CORR Engine. Since
the design is fully pipelined, the CORR Engine performs
the peeling step when a cluster traversal is complete while
another cluster is being traversed through by the DFS
Engine. Also, the Zero Data Register ensures that the DFS
Engine only visits non-zero STM rows, unlike the Gr-Gen.

CDA for an FTQC with L logical qubits requires L
Gr-Gen units, L/2 DFS Engines, and L/2 CORR Engines.
Thus, the total number of Gr-Gen units, DFS Engines, and
CORR Engines are reduced by 2x, 4x, and 4x respectively,
effectively reducing the total number of decoders by more
than 2x. Consequently, the total memory required is reduced
by 50% compared to the baseline. The root and size tables
can be shared between two Gr-Gen units. This prevents the
Gr-Gen units from simultaneously growing clusters, but the
two STMs can still be used in parallel. When one of the
STMs is being traversed by a DFS engine, the other can
be used by a Gr-Gen unit to grow clusters. This further
reduces the memory capacity to 70% at the cost of slight
slowdown. The number of qubits sharing a decoder is fixed
throughout the architecture for this study to minimize the
communication overheads between the logical qubits and
the decoding logic. In the current design we minimize
this overhead by allowing only limited sharing so that the
overhead is few multiplexors and their select logic.

D. Accuracy of CDA

CDA mitigates any adverse impact of resource sharing by
ensuring that the probability of the decoder timeout failure is
less than the logical error rate. Figure 12 shows the estimated
execution time required for different syndromes and their
probability of occurrence. We use a timeout threshold of
350ns, which is less than the decoding latency target of
400ns [51, 59]. The shaded region in Figure 12 shows
events that lead to a timeout failure and we observe that the
probability of a timeout failure ptof is equal to 2 x 10−11,
which is significantly lower than the logical error rate
(≈ 6 x 10−10). Therefore, the overall failure rate with CDA
remains approximately the same as the logical error rate of
the dedicated AFS decoder design i.e. ≈ 6 x 10−10.

E. Latency of CDA

Figure 12 shows the distribution of estimated execution
time for distance 11 and error rate 10−3. The average,
median, and 99.9th percentile latencies are 95ns, 85ns, and
190ns respectively. Events that require more than 350ns
result in timeout errors and occur with a probability of
2 × 10−11. Generally, software decoders are too slow [43]
and there is increasing interest in the QEC community to de-
velop faster decoders in hardware. Although CDA increases
decoding latency compared to a traditional architecture with
dedicated decoders, it still meets the target latency. Dedi-
cated decoders are faster but needs more hardware, which is
limited in cryogenic environment. The software implemen-
tation of Union-Find decoder incurs an average latency of
11 microseconds for distance 11 and error rate 10−3 [31]
and would not meet our latency target (≈ 400ns). Thus, it is
not the algorithm itself but our hardware optimization that
enables AFS to meet our latency target (our design is 115x
faster than the software implementation).
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Figure 12. Distribution of execution time for distance 11 and error rate
10−3. Shaded area indicates events that cause timeout failures which occurs
with probability 2 x 10−11 which is less than logical error rate 6 x 10−10.

F. Comparison with Prior SFQ Decoders

We compare AFS with recent SFQ decoders [59, 113].

(1) Accuracy: The logical error rate of QECOOL for
distance 11 and physical error rate 10−3 is below 10−6 [113]
compared to 6×10−10 of AFS, making AFS about 4 orders
of magnitude more accurate compared to QECOOL. The
accuracy differences arise mainly from the way each of these
decoders handle measurement errors. To accurately correct
measurement errors, a decoder must process d syndrome
rounds at once, where d is the distance, resulting in a 3-
dimensional decoding graph. The AFS decoder is capable
of handling 3-dimensional graphs and therefore, can correct
these errors. The NISQ+ decoder [59] on the other hand is
only designed for 2-dimensional planar graphs. Its inability
to handle measurement errors results in poor accuracy. More
recently, Ueno et al. [113] proposed, QECOOL, that extends
NISQ+ to tolerate measurement errors. But QECOOL uses
a divide-and-conquer approach and does not process the
entire 3-dimensional graph at once. Instead, it uses only
three syndrome rounds at once and is thus not capable of
correcting larger vertical chains of errors that span beyond
3 rounds in the decoding graph. This sub-optimal matching
results in poor accuracy of the QECOOL decoder and its
inability to lower the logical error rate beyond distance 7.

(2) Threshold: QECOOL results in slightly lower threshold
(1%) compared to AFS (about 2.6%) [113]. Note that higher
thresholds and lower logical error rates are desirable.

(3) Latency: All three decoders meet the target latency
of 400ns. NISQ+ and QECOOL designs benefit from the
computational advantages of SFQ technology. On the other
hand, the AFS decoder is fully pipelined and breaks down
the decoding graph into multiple smaller clusters which are
decoded in parallel. The AFS decoder is a memory domi-
nated design with memory read every cycle, followed by few
logic gates to perform bit-flips, and write. As the operations
in AFS have low logical complexity, the technology for
implementing logic (SFQ or CMOS) has negligible effect
on the overall latency.

(4) Scalability: NISQ+ and QECOOL decoders may be
challenging to scale if the device densities for supercon-
ducting logic families do not improve in the next few
years. On the contrary, AFS avoids any technology-specific
assumptions, therefore even if superconducting technology
does not catch up, AFS can still be implemented using
CMOS technology.

To summarize, all of the three decoders meet the latency
constraint, but the AFS decoder offers higher accuracy and
greater scalability and therefore, satisfies the three design
constraints of an ideal decoder (described in Section II-C).

G. Storage Overhead for CDA

Table II shows the memory required for each component
of the AFS decoder for an FTQC with 1000 logical qubits
encoded in distance 11. We observe that an FTQC using AFS
decoders with CDA requires 3.5x lesser memory compared
to a system with dedicated decoders. This reduces the re-
quired memory for this FTQC from about 10MB to 2.8MB.
Alternately, for a given memory budget, CDA can support 3x
more logical qubits compared to a dedicated decoder design.

Table II
MEMORY FOR AN FTQC WITH 1000 LOGICAL QUBITS.

Design Component
AFS without AFS with
CDA (MB) CDA (MB)

STM (Gr-Gen) 1.97 0.99 (2X)
Root Table (Gr-Gen) 3.17 0.79 (4X)
Size Table (Gr-Gen) 3.46 0.87 (4X)
Stacks (DFS Engine) 1.35 0.34 (4X)

Total 9.96 2.81 (3.5X)

H. Device Technology Considerations

Fault-tolerant quantum computers for most practical quan-
tum applications require hundreds to thousands of qubits.
Currently, both superconducting [50, 59, 105] and CMOS
devices [8, 87] are being investigated as potential choices
for implementing control processor and decoders for such
large-scale FTQCs. In our paper, rather than focusing on
technology specific choices, we use a simple model to derive
latency based on memory accesses (which dominates the
latency of AFS). Therefore, our results are applicable to both
device technologies and our decoder latency would reduce
if a faster memory technology were to arrive. Moreover,
both SFQ and CMOS device technologies operating at cryo-
genic temperatures can support limited memory capacities
due to device fabrication and power dissipation challenges
respectively. Our system-level optimizations would therefore
remain useful irrespective of the device technology used for
the actual implementation in the future.



VI. REDUCING BANDWIDTH VIA SYNDROME
COMPRESSION

The decoders must process the syndromes and provide an
estimation of error by the end of the error correction cycle,
failure to do which leads to a backlog. As error decoding is a
time-sensitive problem, the syndrome data must be supplied
to the decoders quickly for immediate decoding.

A. Challenges in Syndrome Transmission
Syndrome transmission requires few hundreds/thousands

of gigabytes per second in large FTQCs. As prior decoders
are studied at the granularity of a single qubit, they assume
the availability of such large bandwidth. To understand the
bandwidth requirements for decoding, consider an FTQC
with L logical qubits encoded using distance d surface
code. This system requires 2d(d − 1)L bits to be sent at
the end of every syndrome measurement round. Any delay
in transmission reduces the effective time remaining for
decoding. Assuming a syndrome measurement round of 400
ns [51], even if we were to dedicate the entire 400 ns to
transmitting syndromes, we would need a bandwidth of 550
Gbps for a system with 1000 logical qubits encoded in
distance 11 surface code.3 Here, we consider a first-order
model and report the aggregate bandwidth for simplicity. In
reality, each transmission link has limited bandwidth and
imposes further challenges.

Figure 13 shows the bandwidth required to transmit syn-
dromes as the time duration for transmission is varied from
100ns to 400ns [51] to 1 microsecond [47]. The bandwidth
requirement for distance 11 increases from 220 Gbps at 1
microsecond window, to 550 Gbps for a 400ns window,
to 2200 Gbps for a 100ns window. Provisioning for such
high bandwidth at cryogenic environment poses a significant
challenge owing to the constraint on the number of wires due
to thermal leakage. While we discuss the bandwidth issue
in the context of AFS, this problem holds true even for any
other QEC code, qubit technology, and decoding algorithm.
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Figure 13. Bandwidth required to transmit syndrome data from qubits to
the decoders for a given code distance (d) and an FTQC with 1000 logical
qubits for different time duration (t) spent on the data transmission.

3The bandwidth requirement for syndromes is different from the in-
struction bandwidth problem studied by Tannu et al. [105], which can be
mitigated by microcode. We discuss this in related work.

B. Insight: Sparsity in Syndrome Values

Syndrome contains information about failed parity checks
and, in the common case, we expect them to be zero.
Exploiting sparsity can allow us to reduce the bandwidth re-
quirements by using compression. To understand the sparsity
in syndrome values, we develop an analytical model. The
3-dimensional decoding graph for X-type errors comprises
of O(3d3) possible error locations (including both X errors
and measurement errors). Assuming a physical error rate
of p, the expected number of non-zero syndrome bits is
at most 6d3p because each error is detected by at most
two non-zero syndrome bits. Thus, syndrome is typically
sparse. For example, for distance-11 surface code and error
rate p = 10−3, the syndrome is a binary vector of length
≈ 1, 000 and its average Hamming weight is ≤ 8. The
same analysis is true for Z-type errors too. We propose
Syndrome Compression to exploit this sparsity and reduce
the bandwidth requirements.

C. Proposal: Syndrome Compression

Syndrome Compression combines both classical compres-
sion schemes and our proposed domain specific scheme.
Figure 14 provides an overview of Syndrome Compres-
sion (SC). The design contains three compression schemes,
namely dynamic-zero compression, sparse representation,
and geometry-based compression. SC uses the scheme that
provides the highest compression ratio for a given syndrome.
Compression Ratio is defined as the ratio of the size of the
actual syndrome to the size of the compressed syndrome.
The three compression schemes used are described next.

1) Dynamic Zero Compression (DZC): We adopt a DZC
technique [118] in which the syndrome is grouped into K
blocks of W bits each. A K-bit wide Zero Indicator Bit
(ZIB) vector consists of 1-bit per block. If all the bits of
the ith block are 0, the corresponding ZIB (ZIB[i]) is set to
1. The compressed data consists of the non-zero blocks and
the ZIB vector, as shown in Figure 14.

2) Sparse Representation: This scheme stores the indices
of only the non-zero elements of sparse matrices. A Sparse
Representation Bit (SRB) is used to indicate if all the
syndrome bits are 0s. If there are one or more non-zero bits
in the syndrome, the SRB is unset and the indices of the
non-zero bits are sent with the SRB, as shown in Figure 14.

3) Geometry-based compression (Geo-Comp): This is a
domain-specific adaptation of DZC that accounts for the
surface code lattice geometry and compresses X and Z
syndromes together. It is based on the insight that non-zero
syndrome bits generally appear in pairs of neighboring bits
and Y errors flip both X-type and Z-type ancilla qubits in the
same neighborhood. The compression ratio can be increased
by using blocks that respect the lattice structure. With a
block decomposition, two neighboring bits fall in the same
block (except those on the block boundaries) as shown in
Figure 14 and thus, reduces the number of non-zero blocks.



0 0 0 0 1 0

Compression Width (W)

Zero Indicator 
Bit (ZIB) 1 0 0 1 01 0

Non-zero Data

Non-zero 
Data Index

0 0 0 0 1 0
012345

Bit Indices

1 0 0 1Sy
nd

ro
m

e Select Based 
on 

Compression 
Ratio

Compressed 
Syndrome

Compression 
Blocks 

DZC

Sparse

Geo-
Comp

Sparse Representation 
Bit (SRB)
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D. Effectiveness of Syndrome Compression

Figure 15 shows the average compression ratio using
Syndrome Compression. As the best compression scheme
depends on the noise model, physical error rates, and code
distance, future FTQCs need hybrid policies, similar to our
implementation. We observe that the overall reduction in
bandwidth varies between 5x to 380x depending upon the
distance and physical error rate. Typically, syndromes for
lower error rates have higher sparsity and therefore, sparse
representation typically outperforms DZC and Geo-Comp.
For the default system considered in this paper with 1000
logical qubits using distance 11 and 10−3 physical error
rate, the bandwidth, which ranges between 200-2000 Gbps,
is reduced by 30x.
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Figure 15. Compression Ratio with Syndrome Compression. A lower
physical error-rate increases sparsity and improves the benefit from com-
pression overall.

Syndrome compression has negligible impact on the de-
coding latency because we use low-latency schemes whose
circuit depth scales O(log2d) with the lattice size (d). Also,
we assume all syndromes are extracted in parallel [117] and
therefore, SC is parallel. We assume local compression as
real systems use dedicated transmission links with only a
limited amount of bandwidth.

VII. RELATED WORK

Quantum computers require full-stack solutions and in-
terdisciplinary research [18, 72, 96]. This has led to de-
velopments in programming languages [22, 54, 93, 103,
122], compilers [21, 63, 95], micro-architecture [37, 50,
60, 105], control circuits [9, 69, 75, 76, 88, 91], and
quantum devices. Although near-term quantum systems are
promising for some domain-specific problems [41, 74] with
support from software error-mitigation [26–28, 52, 53, 67,
68, 78–81, 85, 86, 98, 99, 106–108], FTQCs can solve a
broader class of applications. Hence, designing FTQCs is
important and recent QEC studies [2, 92, 94] is a step
towards this direction. In this section, we describe the works
in decoding and system-level studies for FTQCs.

A. Related Work on Decoding Algorithms
Error decoding has been an active area of research, with

several decoding algorithms proposed in the literature.

Lookup Table (LUT) Decoder [110]: It uses a lookup table
(LUT) to store corrections for every possible syndrome. The
LUT is indexed by the syndrome bits and the corresponding
entry stores the correction. These decoders are particularly
attractive for near-term QEC studies [24] and have been used
for demonstrating real-time decoding of color codes [94].

Minimum Weight Perfect Matching (MWPM) [36]: This
decoder uses a graph pairing algorithm and is considered to
be one of the most effective in terms of accuracy. However,
its time complexity ranges from O(n3) to O(n7) and im-
plementing is in less than 800 ns is an open problem [59].
Fowler proposed a parallel implementation of this decoder
that reduces the average time complexity to O(1), although
the worst case complexity remains significant [45].

Machine Learning (ML) Decoders: They train neural
networks with the underlying error probability distribution.
During decoding, the syndrome data is an input to the neural
network that infers the correction [4, 6, 7, 15–17, 19, 29,
65, 70, 73, 82, 104, 111, 114, 116, 119]. They require
substantial computational and memory resources to store
and process large amounts of training data (in the order of
GBs) depending on the code distance. However, many of the
design principles described in our paper can be applied to
ML-Decoders to improve their performance and scalability.

B. Related Work on Hardware Decoders
Recently, hardware decoders are proposed to improve

decoding latency. We discuss some of these studies next:

Superconducting Decoders: SFQ-based decoders [59, 113]
represent significant milestones in the field of fast decoders.
However, they trade-off accuracy for lower decoding latency
and are reliant on technology-specific assumptions.

Hierarchical Decoder: Delfosse et al. propose a hierarchical
decoder [31] that uses low-cost decoders for the average-case
errors and sophisticated decoders for worst-case errors.



C. Bandwidth Challenges for FTQCs

Prior studies [50, 105] have identified bandwidth bottle-
neck for supplying instructions from the control processor to
the qubits. This bottleneck is alleviated by using micro-code
to supply instructions. However, the bandwidth problem we
identify differs from prior work, in that we focus on the
bottleneck in transmitting syndromes from the qubits to the
decoders, and microcode would be ineffective at solving this.
Syndrome Compression is inspired from cache and memory
compression, however, those designs focus on compressing
data values (which may or may not be sparse), whereas we
focus on syndromes, which tend to be quite sparse.

D. Applicability beyond Surface Codes

We focus on surface code because it is considered as the
most promising quantum error correction code. However,
our design can be applied to color codes [11] by projecting
them onto surface codes [30]. Moreover, our proposal of co-
designing decoders at the system-level and compression to
reduce bandwidth requirements is applicable to any decoder
and QEC code used for implementation.

VIII. CONCLUSION

Decoders play a vital role in Fault-Tolerant Quantum
Computers and must satisfy three key design aspects: accu-
racy, latency, and scalability. Most existing decoders focus
on achieving higher accuracy, rely on software implementa-
tions that are too slow, and neglect the scalability aspect.
They do not account for the system-level challenges in
scaling the storage and bandwidth required to perform error
correction on hundreds of logical qubits in practical FTQCs.

In this paper, we present AFS, an Accurate, Fast, and
Scalable decoder that is designed to meet all the three design
constraints of a decoder. For physical error rate of 10−3,
AFS offers a logical error rate of 6 × 10−10 for logical
qubits encoded in distance-11 surface codes and achieves an
average decoding latency of 42ns. We propose a Conjoined-
Decoder Architecture (CDA) that reduces the complexity
of decoding hardware by sharing resources across different
multiple logical qubits, effectively reducing the memory
capacity by 3.5x. Lastly, we propose Syndrome Compression
that reduces the effective bandwidth required to transmit
syndrome data from the quantum substrate to the decoders
by 30x on average.
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