
Cryogenic-DRAM based Memory System for Scalable Quantum
Computers: A Feasibility Study

Swamit S. Tannu
Georgia Tech

swamit@gatech.edu

Douglas M. Carmean
Microsoft Research

dcarmean@microsoft.com

Moinuddin K. Qureshi
Georgia Tech

moin@ece.gatech.edu

ABSTRACT
A quantum computer can solve fundamentally difficult problems by
utilizing properties of quantum bits (qubits). It consists of a quan-
tum substrate, connected to a conventional computer, termed as
control processor. A control processor can manipulate and measure
the state of the qubits and act as an interface between qubits and the
programmer. Unfortunately, qubits are extremely noise-sensitive,
and to minimize the noise; qubits are operated at cryogenic temper-
atures. To build a scalable quantum computer, a control processor
which can work at cryogenic temperatures is essential [3, 14]. In
this paper, we focus on the challenges of building a memory system
for a cryogenic control processor. A scalable quantum computer will
require large memory capacity for storing the program and the data
generated by the quantum error correction. To this end, we evaluate
the feasibility of cryogenic DRAM-based memory system by charac-
terizing commercial DRAM modules at cryogenic temperatures. In
this paper, we report the minimum operational temperature for 55
DIMMs (consisting of a total of 750 DRAM chips) and analyze the
error patterns in commodity DRAM devices operated at cryogenic
temperatures. Our study shows that a significant fraction of DRAM
chips continue to work at temperatures as low as 80K. This study
is an initial step towards evaluating the effectiveness of cryogenic
DRAM as a main memory for quantum computers.
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1 INTRODUCTION
Quantum computers can solve commercially and scientifically im-
portant problems that are currently unsolvable with conventional
computers. For example, accurate simulation of large molecules is
a fundamental problem for developing new drugs, materials, and
eco-friendly manufacturing processes. Currently, these simulations
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Figure 1: Proposed organization of a scalable superconduct-
ing quantum computer [3, 14]. Control processor operating
at 4K provides instructions to the quantum substrate oper-
ating at 20mK.

are intractable on a conventional computer because of the expo-
nentially growing computational complexity. However, a quantum
computer, which uses quantum properties itself, to store and pro-
cess data, can perform these simulations in polynomial time [9].
In addition to quantum simulations, quantum computers can ac-
celerate number theory, algebraic, and optimization problems. For
example, Shor’s algorithm running on a quantum computer can
factorize numbers in polynomial time [25]. The ability to factor
numbers in polynomial time makes the existing encryption sys-
tems vulnerable, as encryption system such as RSA is based on the
hardness of the factoring problem. Recent advances in quantum
device fabrication techniques and quantum error correction theory
have propelled the idea of quantum computing from experimental
physics research to an engineering challenge. To this end, several
industry research labs are actively working towards building a
quantum computer [3, 4, 17, 26, 27].

Quantum bit (qubit) is a fundamental unit of quantum informa-
tion and a quantum algorithm solves a problem by manipulating
and measuring the states of qubits. A control processor is a con-
ventional computer which facilitates the measurement and the
manipulation of the qubit states. It utilizes components like regular
compute and memory along with a specialized quantum execution
unit. Quantum states are extremely fragile and can quickly decohere
(lose its state) due to thermal noise. To protect the quantum states,
a quantum substrate is operated at the temperature of a few milli-
Kelvins as shown in Figure 1. Moreover, to build a scalable quantum
computer, a control processor needs to be placed close to the qubits
at cryogenic temperatures because the control processor operated
at room-temperature can not scale beyond few hundreds of qubits
due to a limited number of wires connecting room-temperature
and the quantum substrate. The metal interconnects connecting
room-temperature memory, and the cryogenic control processor
would have thermal leakage due to the large temperature gradient
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between room temperature and control processor (about 300K) that
can destabilize the noise-sensitive qubits. In the recent ISCA’16
keynote, several architectural and technological challenges in build-
ing a scalable quantum computer were discussed [3]. The keynote
highlighted the necessity of the cryogenic control processor and
also highlighted key challenges such as the need for memory hi-
erarchy and I/O architectures that can tolerate long latency for
data transfer between cryogenic and room temperature. Recently,
Rambus and Microsoft have announced a collaborative effort to
investigate the cryogenic memory system placed at 77K temper-
ature for quantum computers [24]. In this paper, we focus on the
challenges in building the memory system for a quantum computer
using superconducting qubits.

A quantum computer will require significantly large capacity
memory to store a quantum program. A typical quantum program
consists of quantum instructions which manipulate and measure
the qubit states according to the quantum algorithms. Quantum
algorithms utilize subroutines which generate specific quantum
states (states generated by the arbitrary rotations). To generate
these states, the subroutine requires a long sequence of quantum
instructions (decomposition of arbitrary rotations). This results in
a quantum executable with the memory-footprint in the regime of
several tens of gigabytes. The problem is even more challenging for
the superconducting qubits which have gate latency of the order of
few nanoseconds, and generating the instruction sequence at run-
time may not be possible due to time constraints. In this scenario,
we may have to resort to a static compilation that might result in
a large quantum executable [19]. A control processor will require
substantial memory capacity to support quantum error correction
(QECC). Quantum error correction is essential to maintain the data
integrity of quantum data, and the QECC instructions are continu-
ously executed on all the qubits. This generates large amounts of
classical data resulting from syndrome measurements every cycle
that needs to be buffered for error decoding and qubit tuning [6, 18].
Initial quantum computers will require large storage capacity to
log the data for the purpose of debugging and quantum noise mod-
eling. To this end, solid-state quantum computers will require a
substantial memory capacity which can be operated at cryogenic
temperatures, as keeping the memory at room temperature may
not be a scalable solution due to a limited number of wires between
room temperature and 20mK [14]. In this paper, we will experimen-
tally evaluate the feasibility of building a cryogenic DRAM based
memory system by characterizing commercially available DRAM
at cryogenic temperatures. The following are the contributions of
this paper:

• We develop an experimental setup and methodology to test
the reliability of DRAM chips at cryogenic temperatures. In
particular, we design a compact heatsink which can provide
localized cooling to the DRAM DIMMs and enable charac-
terization of DRAM chips at cryogenic temperatures using a
low-cost, off-the-shelf memory tester and a host machine.

• To understand the effects of cryogenic environment on off-
the-shelf DRAM, we characterized DRR4, DDR3, and DDR2
DIMMs at temperatures (80K to 160K). In this study, we have
tested 55 DIMMS (with 750 DRAM chips) from six different
vendors. We observe 10 out of 55 (about 18%) DIMMs are

functional without any errors at 90K, and almost 98% of
DIMMs are functional above 150K.

• The characterization shows that most of the errors in DRAM
at cryogenic temperatures are localized in a single DIMM,
as only 8% of the DRAM chips were faulty. Out of about
17000 reported errors, 99.98% were single-bit errors, and we
observe almost no spatial correlation among errors. This ob-
servation demonstrates a potential to use traditional forward
error correction techniques like block-codes to mitigate the
memory errors in cryogenic DRAMs.

As we scale the quantum computers, system and architectural
challenges can bottleneck the progress. Designing the cryogenic
memory system for quantum computers is one such challenge
which will have an impact on future of quantum computing. In this
paper, we show that it is possible to operate conventional DRAM
chips at about 150K lower than its rated temperature. With this
motivating data, we believe DRAM has the potential to be used as
a primary memory technology for quantum computers.

2 MOTIVATION
In this section, we will briefly discuss the requirements for mem-
ory systems for a control processor by examining the high-level
characteristics of the quantum workloads.
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Figure 2: Organization and Programming model of a quan-
tum computer.

2.1 Need for High Capacity Memory
Aquantumprogram can be compiled on a regular host or a server [8]
and the quantum executable is placed in the control processor mem-
ory. The instructions are fetched from the control processor mem-
ory, and the instructions are decoded and executed by the control
processor as shown in Figure 2. Control processor memory is also
utilized as the data memory for storing the intermediate classical
data generated by the quantum execution unit and the quantum
error correction controller as shown in Figure 2.
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2.1.1 Program Memory Requirements. Quantum computers will
require a significant memory capacity (10 to 100 GB) for program
memory due to a large number of arbitrary rotations in a quantum
algorithm. An arbitrary rotation is a subroutine which produces
a specific quantum state. Unfortunately, this subroutine requires
a large number of quantum instructions. Kudrow et. al [19] high-
lighted the problem of compiling a large sequence of quantum
instructions due to arbitrary rotations. To improve the code size,
authors propose to use dynamic compilation, where the arbitrary ro-
tations are decomposed into series of regular quantum instructions
at run-time. However, the authors highlight the limited benefits of
dynamic compilation in the case of superconducting qubits. The
decomposition of arbitrary rotation is a computationally-expensive
task that control processor may not be able to perform in real-time.
Authors recommend using statically-compiled libraries contain-
ing decomposed arbitrary rotations. However, this results in an
executable with large memory footprint.

2.1.2 Data Memory Requirements. Qubits are extremely noise-
sensitive, and even at milli-Kelvin temperatures, a qubit can lose
its state. To preserve the data integrity, quantum computers use
continuous error correction on all the qubits. To perform quantum
error correction, error syndromes are continuously generated and
measured. This continuous generation and measurement of syn-
dromes require a large data memory capacity and bandwidth. The
error decoding requires storage of classical data generated by the
syndrome measurements. As the syndrome measurement data is
required to decode the errors. For a quantum computer running
a surface code error correction with ‘N’ superconducting qubits,
QECC syndrome generation, and measurement cycle requires about
200ns [6], i.e., every 200ns, about N/2-bits of classical information
is generated which needs to be stored in control processor memory.
For the initial quantum computers, data logging will be essential as
every instruction and measurement will provide valuable informa-
tion which can be used to build the statistical models for quantum
noise and gate fidelity. Also, superconducting quantum computers
might require run-time calibration and tuning of qubits [18].

2.2 Need for Cryogenic Memory
In existing lab scale quantum computers, qubits are placed inside a
dilution-refrigerator which maintains the temperature of few milli-
Kelvins, while the control processor is kept at room temperature
(300K). Control processor is connected to the qubits via long co-
axial control cables. While this organization works for a small
number of qubits, it is not scalable. The number of wires connecting
control processor and the qubits is severely limited because of
thermal leakage caused by the large thermal gradient across the
control wires. To solve this problem, a cryogenic control processor
can be connected to qubits using high density superconducting
interconnects [29]. The limited number and long lengths of wires
would also restrict the data bandwidth between room temperature
and the cryogenic control processor. This makes memory placed at
cryogenic temperature necessary for a scalable control processor.

As per the recent proposals on a control processor for a quantum
computer, a superconducting logic is extremely attractive from a
power and a performance perspective [3, 13, 21, 28, 29]. However,
the existing superconducting memory technologies can not be used

as the main memory as the Josephson-junction (JJ) based memories
have limited memory density [13]. Researchers have demonstra-
tions of hybrid JJ-CMOS memories which attempt to improve the
memory density [20]. However, the capacity and energy efficiency
of hybrid memories placed at 4K is still not enough to support a
scalable quantum computer. As architects, we see a possible trade-
off, where superconducting memory can be utilized as cache and
for main memory– DRAM can be used. DRAM placed at room tem-
perature will have extremely large latency and small bandwidth.
The latency of room temperature memory can be amortized by
designing a memory hierarchy which utilizes different temperature
levels of the cryogenic refrigerator. The typical cryogenic refrigera-
tor has three to four temperature levels- 20mK, 4K, 77K, 120K as
shown in Figure 1. Cryogenic stages at 20mK and 4K have extremely
small power budget which requires superconducting memories and
limits the memory capacity. However, intermediate levels like 77K
and 120K can be used to place large capacity CMOS memories.
CMOS memories can be operational at 50K to 180K temperatures.
In fact, it is an ideal temperature range for CMOS devices. At these
operating temperatures leakage current is dramatically reduced
and driving capability of an access transistor is improved due to
increased carrier mobility [12].

2.3 Prior Work on Cryogenic DRAM
During the late 1980s, IBM demonstrated a specially designed high-
performance cryogenic DRAM [12], which was shown to have a
3X performance benefit over DRAM operated at room temperature.
The performance benefit resulted from improved carrier mobility.
Detailed characterization studies for memory latency, data reten-
tion are reported in [2, 10–12]. Several characterization studies have
also reported increased threshold voltage and worsened variation
and mismatch at cryogenic temperature due to carrier freezout [2].
However, the characterized and designed Cryo-DRAM used a long
channel and planar transistor devices. It is important to understand
the effect of cryogenic temperatures on today’s short-channel and
non-planar commodity memory devices. Recently, cold-boot attack
demonstrated the retention of data in the DRAM at cryogenic tem-
peratures [7]. However, that study is concerned with recovering the
state of some of the cells rather than having a reliable memory to
store data. It is important to understand the effect of the cryogenic
temperature on the existing DRAM devices. Therefore, we perform
a feasibility study for Cryo-DRAM by characterizing commodity
DRAMs at cryogenic temperature.

3 EXPERIMENTAL METHODOLOGY
In this section, we will discuss the construction of compact cryo-
genic heatsink and the Cryo-DRAM characterization setup.

3.1 Compact Cryogenic Heatsink
DRAM timing tests are commonplace in conventional computer
systems to detect and track the faulty address regions in the mem-
ory. The tests can be performed by a running software testing
suites like Memtest86 [23] or using a dedicated memory testers like
Ramcheck [15]. Characterizing DRAM at cryogenic temperatures
becomes challenging as typical host-systems or specialized mem-
ory testers are designed to operate at temperatures- 0oC to 80oC.
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To characterize the DRAM at cryogenic temperatures, we build a
compact cryogenic heatsink (CCH) which can cool only the DRAM
chips so that the hardware driving the DIMM (CPU, FPGA, or spe-
cialized memory tester) is not subjected to cryogenic temperatures.
The isolation of memory controller and the Cryo-DRAM enables
conventional means of DRAM testing at cryogenic temperatures.

(a) (b)

Thermometer

Liquid Nitrogen

DIMM

LN2  

Reservoir

Figure 3: (a) Compact Cryogenic Heatsink (CCH) is built us-
ing a rectangular copper bar. (b) To cool down the DIMM, it
is placed between pair of heatsinks.

As shown in Figure 3, a compact heatsink is designed using a
rectangular copper bar such that a DIMM can be clamped between
two copper bars. The heatsink is designed to enclose the DIMM
such that it will be in contact with all the DRAM chips. The tem-
perature of DRAM can be reduced if both heatsinks are maintained
at cryogenic temperatures. To cool the compact heatsinks, we use
Liquid Nitrogen (LN2) as a cryogenic coolant. LN2 boils at 77K
(−196oC or −321oF) which can be used to reduce the temperature
of a heatsink. We used LN2 due to its inert nature, sufficiently large
heat of vaporization, low-cost, and ease of handling.

To construct CCH, a horizontal through hole across the length
of the copper bar was drilled. Then two vertical drills at the corners
were drilled across the width such that vertical drills connect the
horizontal through hole. The through hole was sealed, and two
protruding copper pipes were soldered into vertical drills as shown
in Figure 3. With this design, Liquid Nitrogen can be poured into
the copper bar, and a small reservoir of LN2 can be retained to cool
the heatsink and the attached DRAM chips.

The heatsinks are clamped on a DIMM while it is plugged into
the DRAM slot of the CPU or the memory tester as shown in Fig-
ure 4 and Figure 5. The temperature of a DIMM can be lowered by
pouring Liquid Nitrogen inside the heatsink using flask attached
to the copper pipes. The cryogenic temperature can be maintained
by continuously pouring Liquid Nitrogen inside the heatsink. The
designed heatsink can lower the temperature of the DRAM chips,
and it can achieve the minimum temperature of 80K. We use ther-
mocouples to monitor the temperature of DRAM chips and the
heatsink. The size of the reservoir and the thickness of copper bar
were chosen to minimize the temperature fluctuations.

3.2 Experimental Setup
We used two DRAM test setups: Setup-A, and Setup-B for charac-
terizing the cryogenic DRAMs. Both of the test setups use identical
heatsink assembly. Setup-A utilizes Ramcheck DRAM tester [15]
to characterize DDR2 and DDR3 DIMMs. Whereas Setup-B uses a
host machine running Memtest86, a DRAM testing application [23]
to characterize DDR4 DIMMs.

Host
Memory Tester

Heatsink Assembly

DAC

1

2
3

4

LN2 Dispenser

LN2 Dewar

Figure 4: Characterization Setup-A utilizes Ramcheck mem-
ory tester [15] and the compact heatsink to characterize
DDR2 and DDR3 DIMMs.

Design of Setup-A: Figure 4 shows the experimental test Setup-
A. It consists of Ramcheck DRAM tester, CCH assembly, thermocou-
ple and temperature data logger. The heatsink assembly is mounted
on a DIMM while it is plugged in the Ramcheck tester. CCH assem-
bly consists of 1 flask, 2 insulated copper pipes, 3 C-clamp and
4 a pair of insulated heatsink. Ramcheck tester is connected to the
host computer to log the DRAM test results and to control the test
sequences. The host computer also logs the surface temperature
of the DRAM chips and the heatsinks using a thermocouple and
a data-logger. Table 1 summarizes the details of the characterized
DIMM using Setup-A. Ramcheck performs the March tests, voltage
bounce test, and other specialized data patterns to test DIMMs and
determines the locations of faulty memory cells.

Heatsink Assembly

Figure 5: Setup-B utilizes the hostmachinewith CCH assem-
bly mounted on DDR4 DIMM. Memtest86 is used to charac-
terize the DIMMs.

Design of Setup-B: Figure 5 shows the Setup-B. It consists
of a desktop machine and a compact heatsink assembly with the
attached thermocouple and temperature data logger. The heatsink
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assembly is mounted on a DIMM while it is plugged in the desktop
machine running Memtest86 to log the DRAM tests. The details of
the experiment setup are summarized in Table 2.

3.3 Test Methodology
The primary objective of the characterization is to understand the
functionality of DRAM at cryogenic temperature. In this paper,
we focus on determining the Minimum Operational Temperature
(MOT) of the DIMMs, and the nature of errors in the Cryo-DRAM.
Cryogenic DRAM testing requires two steps: cooling of DIMM and
timing and data integrity tests for the DIMM. The temperature
of the DIMM is gradually reduced at the rate of 10K to 25K per
minute. This rate is derived empirically as we observed permanent
failures with the higher rate of change of temperature (40 K/min
to 50 K/min). The failures can result from rapid cooling as it can
cause thermal stress in the package and solder.

To determine the nature of errors and the functionality of DDR2
and DDR3 DIMMs, we make use of the basic and advanced test
sequences in the Ramcheck-LX memory tester (Setup-A). The de-
tails of the test sequences can be found in the Ramcheck-LX man-
ual [15]. For DDR4 characterization, we use five memory tests from
Memtest86 test suit: Test-0, Test-1, Test-2, Test-3, and Test-4 [23].
We term these tests as basic tests of Memtest-86 for to simplify the
explanation in further sections. We limit the number of tests in
both Setup-A and Setup-B, so that duration of the test sequence
does not exceed more than 10 minutes. We use this empirical limit
because, beyond about 30 minutes, the setup starts accumulating ice
particles which disrupt the tests and causes connectivity failures.

To determine the functionality of a DIMM we use the basic tests
in the Ramcheck and Memtest86. If a DIMM passes the basic tests
consistently (4 out of 5 attempts), we declare the DIMM to be func-
tional. To find the minimum operational temperature for a DIMM,
we start cooling the DIMM temperature (20K/min) while running
the basic tests in parallel until DIMM fails. In the second pass, we
cool the DIMM around 20K higher than the recorded temperature.
Once the temperature of the DIMM is stable, we start the basic
tests while maintaining the temperature by continuously pouring
adequate amounts of Liquid Nitrogen. If the test is passed con-
sistently, then we reduce the temperature by 5K and repeat the
process. Otherwise, we increase the temperature and repeat the
test. This process gives us a rough estimate of minimum operational
temperature. We utilize basic and advanced test patterns of Ram-
check memory tester to characterize the MOT, and type of errors
for DDR2 and DDR3 DIMMs.

Table 1: Specifications for Characterized DIMMS

Type DDR2 DDR3 DDR4

No. DIMMS 24 19 12
No.Chips 384 272 96
No.Vendors 5 5 3

Table 2: Specifications of Characterization Setups

Motherboard Rampage-V Extreme [1]
CPU Intel-core i7-5960X [16]
Data logger Omega TC-8 [22]
Thermocouples Omega 5TC-TT-K-30-36

3.4 Limitations of The Experimental Setup
In this section, we will briefly discuss the limitations of the compact
cryogenic heatsink and the characterization of Setup-A and Setup-
B. For the existing compact cryogenic heatsink, Liquid Nitrogen
is manually dispensed using 100ml canister as shown in Figure 4.
This limits the precise LN2 flow-rate and the rate of temperature
reduction. Manual dispensing also limits the scalability of the char-
acterization setup as only one DIMM can be characterized at a time.
A single run of the characterization experiment requires approx-
imately 20 minutes to reduce the temperature from 300K to 80K
maintain the 15-20K/min rate of change of temperature. However,
these problems can be fixed by building a scaled setup which has
the automated LN2 dispensing.

For Setup-A, Ramcheck can only report a single error for every
experiment as it stops the tests once it encounters an error. This
limits our ability to profile the errors. To solve this problem, we
initiate a new test sequence from a distant randomly chosen address
every time there is an error. However, this makes the tests less
exhaustive for the purpose of investigating error patterns in a
DIMM. Even so, Setup-A can still determine the MOT as we just
need one error to declare a DIMM non-functional when performing
MOT experiment. In Setup-B, the regular desktop machine could
not be completely isolated from the cryogenic temperatures due to
mechanical challenges. Both the Setup-A and Setup-B give some
flexibility regarding changing DRAM timings. However, certain
DRAM timing parameters such as refresh interval, supply voltage
can not be changed beyond a limit. This severely limited our ability
to tests the retention time of the functional cryogenic DRAM. Prior
studies show 8 hours retention time for the IBM’s Cryo-DRAM [12].
However, we could not verify retention time of DRAMdue to limited
reconfigurability of DRAM testers.

Cryogenic characterization is challenging due to condensation of
ice and water. As the temperature of the heatsink drops, ice starts to
condense on the DIMM and the tester as shown in Figure 5. The rate
of condensation is directly proportional to the humidity. To solve
this problem, we utilized an isolation chamber with the continuous
supply of dry air and passive dehumidifiers to minimize the con-
densation. Also, after every experiment run, complete defrosting
of the heatsink is required. Another challenge with Cryo-DRAM
characterization is the failure of non-DRAM components on the
DIMM. For example, we observe the failure of the serial presence
detect (SPD) chip below 120K to 100K. As SPD is responsible for
storing DRAM timings in a non-volatile memory, this resulted in
an SPD error. We insulate SPD devices with a layer of insulation
foam and glue to solve most of the SPD errors. SPD errors can also
be avoided by forcing the DRAM timings.
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4 EVALUATIONS
In this section, we present the findings of cryogenic DRAM charac-
terization.

4.1 Minimum Operational Temperature
As discussed in Section 3, we characterize the Minimum Operating
Temperature (MOT) using both the setup-A and the setup-B. Fig-
ure 6 shows the MOTs for DDR4 DIMMs. All the 12 characterized
DIMMs use chips with the capacity of 512MB and each reported
MOT value is averaged over ten trials. Figure 7 shows MOT for
DDR3 DIMMs. We have characterized 19 DDR3 DIMMs with 64MB,
128MB, 256MB and 512MB chips from five vendors A, B, C, D, and
E. All the reported MOT values are averaged over 20 trials. We
characterize 24 DDR2 DIMMs with the chip size of 32MB, 64MB,
128MB and 256MB and evaluate their MOTs as shown in Figure 8.
The reported MOTs have been averaged over 20 experimental trials.
Almost 18% of DIMMs are operational at 80K to 90K temperature,
and about 98% of DIMMs are operational at 150K.
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Figure 7: Minimum Operating Temperature for DDR3

Although 18% working DIMMs seems a pessimistic result, it is
important to further analyze the nature of the faults in the DRAM
chips. Table 3 shows a number of faulty chips in a DIMM. In case
of DDR2 DIMMs, out of 24 DIMMs, 22 DIMMs show a single faulty
chip, one DIMM shows two faulty chips and no DIMM shows more
than three faulty chips. Moreover, on an average only 8% of the
DRAM chips are reported faulty. Hence the majority of the DIMMs
have a single chip failing consistently across all the experiments.
This suggests a possibility of weak and strong chips wherein strong
chips are resilient to the cryogenic environment. This fact can
be leveraged to build DIMMs with only strong chips. Also, this
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Figure 8: Minimum Operating Temperature for DDR2

opens up an opportunity to build an error correction scheme like
chipkill [5] wherein a single chip failure can be tolerated.

Table 3: Number of faulty chips

No. Faulty No. DDR2 No. DDR3 No. DDR4
Chips in a DIMM DIMMs DIMMs DIMMs

1 22 18 8
2 1 0 1
3 1 1 1
4 0 0 2

Total Faulty Chips 27/384=7% 21/272=8% 13/96=13.5%

Table 4: Correlation between capacity and MOT

Pearson Coefficient 0.65
Spearman Coefficient 0.67

We observe a weak correlation between the capacity of the
DRAM chips and the MOT. Table 4 shows the Pearson and Spear-
man correlation coefficients between the MOT and the capacity
of a DRAM. This result shows a correlation between technology
node and the MOT as the capacity of the chip is correlated with
the technology node.

4.2 Memory Errors at Cryogenic Temperatures
The objective of the error characterization of Cryo-DRAM is twofold–
first, to understand if the errors are systematic or random in nature;
second, to understand if the error model of uniform error distribu-
tion still holds for cryo-DRAM or not. To evaluate the error patterns,
we decrease the temperature of a DIMM below MOT and record
the errors for 10 trials. Table 5 shows the total number of recorded
errors and percentage of two bit and single bit errors. We observe
single bit errors account for more than 99.9% of the errors and the
worst case errors were two-bit errors. The data suggests almost no
spatial correlation within a single burst of 8 bytes. This observation
implies that error correction techniques such as linear block codes
(e.g. SECDED) used in the existing DRAM-based memory systems
can still be used to mitigate the errors.

To investigate the possibility of systematic errors due to weak
cells, we evaluate the fraction of permanent and transient errors.
To this end, error on a repeated physical address is categorized as a
permanent error, whereas errors with unique addresses across 10
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Table 5: Number of single and double bit errors

Parameter DDR2 DDR3 DDR4

Total faults 360 285 16543
Single Bit Faults 360 285 16539
Two Bit Faults 0 0 4

trials are declared as transient errors. Table 6 reports the fraction
of transient and permanent errors. Even though our numbers of
experimental trials and errors are small, we still see repeated er-
roneous addresses. This implies, we can statically or dynamically
spare the cells to improve reliability by tolerating permanent faults.

Table 6: Fraction of transient and permanent faults

Type of Error DDR2 DDR3 DDR4

Transient Error 36% 41% 52.5%
Permanent Error 64% 59% 47.5%

5 CONCLUSION
As quantum computers will scale from few tens of qubits to thou-
sands of qubits, system and architectural challenges will need to
be addressed. In this paper, we focus on the challenge of building
a memory system for quantum computers. We highlight the need
for high capacity memory which can work at cryogenic tempera-
tures. In this paper, we evaluate the feasibility of Cryo-DRAM by
characterizing off the shelf DRAM chips at the temperature range
of 80K to 160K. We show that a significant fraction of the DRAM
chips continue to operate at cryogenic temperatures (around 80K).
Furthermore, the error patterns that are encountered at cryogenic
temperatures initially tend to be uncorrelated errors, which can be
mitigated with conventional schemes such as forward error cor-
rection Chipkill, and sparing. Our studies show that Cryo-DRAM
can be an attractive option for building main-memory for future
quantum computers.
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